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Abstract

The operation of ring-based synchrotron light sources with short electron bunches increases the emission of coherent synchrotron radiation (CSR) in the THz frequency range. However, the micro-bunching instability resulting from self-interaction of the bunch with its own radiation field limits stable operation with constant intensity of CSR emission to a particular threshold current. Above this threshold, the longitudinal charge distribution and thus the emitted radiation vary rapidly and continuously. Therefore, a fast and adaptive feedback system is the appropriate approach to stabilize the dynamics and to overcome the limitations given by the instability. In this contribution, we discuss first efforts towards a longitudinal feedback design that acts on the RF system of the KIT storage ring KARA (Karlsruhe Research Accelerator) and aims for stabilization of the emitted THz radiation. Our approach is based on methods of adaptive control that were developed in the field of reinforcement learning and have seen great success in other fields of research over the past decade. We motivate this particular approach and comment on different aspects of its implementation.

MICRO-BUNCHING INSTABILITY

Self-interaction of short electron bunches with their own radiation field can have a significant impact on the longitudinal beam dynamics in a storage ring. Above a given threshold current, this leads to dynamically changing micro-structures in the longitudinal charge distribution and thus to fluctuating CSR emission (illustrated in Fig. 1). This phenomenon is commonly referred to as micro-bunching or micro-wave instability. The CSR self-interaction, as its driving force, is conveniently described by the resulting wake potential

\[ V_{CSR}(q) = \int_{-\infty}^{\infty} \tilde{\rho}(\omega) Z_{CSR}(\omega) e^{i\omega q} d\omega, \]  

(1)

where \( q = (z-z_0)/\sigma_{z,0} \) denotes the generalized longitudinal position, \( \tilde{\rho}(\omega) \) the Fourier-transformed longitudinal bunch profile and \( Z_{CSR}(\omega) \) the CSR-induced impedance of the storage ring. This additional potential acts as a perturbation to the accelerating RF potential and as such, influences the temporal evolution of the longitudinal phase space density. As the charge distribution in phase space varies, so may the longitudinal bunch profile \( \rho(q) \) as its projection, which in turn causes changes in the CSR wake potential \( V_{CSR}(q) \). This dynamic process can be simulated numerically using the Vlasov-Fokker-Planck (VFP) solver Inovesa [1], which has shown great qualitative agreement with measurements at the KIT storage ring KARA [2].

Previous efforts towards the control of the micro-bunching instability have mainly been focused on suppression of the CSR self-interaction by making adjustments to the impedance budget of the storage ring, e.g., [3, 4]. More recently, a linear RF feedback has been used to influence the CSR bursting pattern at SOLEIL [5]. Depending on the application, the formation of micro-structures on the longitudinal charge distribution can also be desirable as it leads to the emission of CSR at higher frequencies, reaching up to the low THz range. Extensive control over the longitudinal beam dynamics would thus provide the opportunity of optimizing the emitted CSR for each application individually. Given the nature of the instability, such efforts require a fast and adaptive feedback in order to deal with the dynamic variation of the CSR wake potential on time scales comparable to the synchrotron period.

![Figure 1](image_url)

Figure 1: (a) The CSR self-interaction of the bunch causes the formation of micro-structures in the longitudinal phase space density. (b) Their continuous variation leads to fluctuations in the emitted CSR power. The illustrated dynamics are simulated with the VFP solver Inovesa.

REINFORCEMENT LEARNING

A detailed introduction to the subject can be found in [6], on which the following brief description is based.

Reinforcement learning is the computational approach to goal-directed learning from interaction with an environment. It is different to other sub-fields in machine learning as its learning paradigm does not require a pre-existing data set. Instead, learning takes place in an iterative process based on the general concept of trial-and-error search.

The learner and decision maker, usually called the agent, continuously interacts with the environment while seeking to
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improve its behavior. At every time step, the agent perceives the current situation, the state \( S_t \) of the environment, and performs an action \( A_t \). Based on the chosen action, the agent receives a scalar reward \( R_t \) and finds itself in a new state. Eventually, the agent’s goal is defined as to maximize the reward received over time.

Formally, the reinforcement learning problem is described as a Markov decision process (MDP). In its most rigorous form, the MDP demands a perfect fulfillment of the Markov property, which puts a specific restriction on the sequence of states

\[
p(S_{t+1}|S_t) = p(S_{t+1}|S_t, \ldots, S_1), \tag{2}
\]

where \( p(S_{t+1}|S_t) \) denotes the conditional probability of transitioning to state \( S_{t+1} \) given the previous state \( S_t \). Thus, the Markov property constrains the probability to reach state \( S_{t+1} \) to be only dependent on the previous state \( S_t \) and not on any other state in the past. The state \( S_t \) is therefore required to capture all relevant information regarding the transition dynamics of the environment. While this rigorous formalism is very useful for modeling a wide range of problems and allows precise theoretical statements, the Markov property can sometimes be difficult to fulfill precisely in practical applications. Nevertheless, recent efforts in reinforcement learning research have proven quite successful (e.g. [7, 8]), and lead to a new wave of attention for the field.

Overall, reinforcement learning represents a very powerful, adaptable and scalable framework that, due to the generality of its approach, can be applied to a large variety of control problems.

**FEEDBACK DESIGN**

In case of the micro-bunching instability and its simulation via VFP solvers, the formulation of a Markovian process is straightforward. The starting conditions for the numerical solution of the VFP equation are given by an initial charge distribution in the longitudinal phase space and a set of constant parameters. Subsequently, the VFP equation can be solved iteratively to simulate the temporal evolution of the charge distribution under these pre-defined conditions [9]. At any point in time, computation of the next time step is entirely based on the charge distribution at the preceding time step (neglecting constant parameters). Defining the temporal sequence of the longitudinal charge distributions in phase space as the state signal

\[
S_t = \psi_t(z, E)
\]

thus yields a Markov process, fully satisfying Eq. (2).

To obtain an MDP, the Markov process still needs to be augmented by proper definitions of a reward function and an action space. As the primary interest lies in the CSR emitted by the electron bunch, we define the reward function based on the CSR power time series

\[
R_t = R_t(P_{t,CSR}) . \tag{4}
\]

It is worth noting that choosing the reward function is a very crucial point of any reinforcement learning problem, as it alone defines the goal the agent is trying to achieve. In this context, aiming to stabilize the emitted CSR, the choice can be as simple as

\[
R_t = \omega_1 \mu_{\omega^2} - \omega_2 \sigma_{\omega^2} , \tag{5}
\]

where \( \mu_{\omega^2} \) and \( \sigma_{\omega^2} \) denote the mean and standard deviation of the time series \( P_{t,CSR} \) in the interval \([t', t]\), and \( \omega_{1,2} > 0 \) are simple weighting factors. Clearly, this function expresses the desire of having a CSR power signal of high intensity and low fluctuation. However, whether or not it does so in the best possible and most desirable way is less obvious and still under investigation.

Finally, what remains is the choice of action space. In principle, anything capable of influencing the micro-bunching dynamics and thus the CSR power signal can be considered. Yet, one particularly promising idea seems to be centered around the RF system of the storage ring in order to counteract the additional perturbation by the CSR wake potential. Following this train of thought, a straightforward choice of the action space is

\[
A_t \in \{V_{RF} \times \phi_{RF}\} , \tag{6}
\]

where \( V_{RF} \) denotes the RF amplitude and \( \phi_{RF} \) the RF phase. This choice leaves the agent with an option for a trivial solution, as the dependency of the instability threshold on the RF amplitude is well established [10–12]. The agent may therefore choose to continuously reduce the RF amplitude until the instability threshold is crossed and the dynamics are stabilized just naturally. To circumvent this issue, modifications to the RF system can be restricted to mere modulations of \( V_{RF} \) and \( \phi_{RF} \), maintaining the same effective values. One exemplary choice is

\[
A_t \in \{A_V \times f_V \times A_{\phi} \times f_{\phi}\} , \tag{7}
\]

where \( A_V, f_V \) and \( A_{\phi}, f_{\phi} \) denote the amplitude and frequency of sinusoidal modulations of the RF amplitude and RF phase. Preliminary studies using our VFP solver Inovesa indicate the effectiveness of influencing the micro-bunching dynamics by RF modulations and they have also been tested experimentally in the past, e.g. [13, 14]. A temporally adaptable RF modulation scheme is a promising proposition to exert influence on the longitudinal beam dynamics in the micro-bunching instability as it provides the required flexibility to respond to the varying perturbation by the CSR wake potential over continuous time.

**Feasibility of the State Signal**

Using the definition of the MDP discussed above, reinforcement learning solution methods can be applied to train an agent on simulation data. With this in mind, the VFP solver Inovesa has already been extended to support RF modulations and communication with other processes during runtime in order to allow interaction with such an agent. First tests are currently ongoing.
However, particularly the choice of the state signal in form of the longitudinal phase space density is challenging to realize for an actual storage ring. Although first efforts towards phase space tomography have been made at KARA, this type of information is not yet accessible. Nevertheless, several diagnostic systems are in place, which can provide information about the longitudinal beam dynamics. As the projection of $\psi_t(z,E)$ on the longitudinal axis, the longitudinal bunch profile can be measured by an electro-optical near-field setup on a turn-by-turn basis [15–17]. Complementary information about the energy distribution can be obtained by measuring the horizontal bunch profile in a dispersive section of the accelerator using a fast-gated camera [18–20]. However, the simplest and most robust way of acquiring information regarding the state of the electron bunch is by using the CSR power signal $P_{t,\text{CSR}}$ itself. As the emitted CSR power is strongly correlated to the micro-bunching dynamics within the bunch, a state signal can be constructed based entirely on that:

$$S_t = S_t(P_{t,\text{CSR}}).$$

One way of implementing this idea is by choosing a handcrafted feature vector, which is designed to capture information about the state of the micro-bunching. Based on previous studies of the CSR power signal in the micro-bunching instability, one exemplary choice is

$$S_t = (\mu_{t'}, \sigma_{t'}, m_{t'}, \mu_{\text{freq}}, A_{\text{max}}, \varphi_{\text{max}})^T,$$

where $m_{t'}$ represents a slow trend in the amplitude of the CSR power. The variables $f_{\text{max}}, A_{\text{max}}, \varphi_{\text{max}}$ denote the frequency, amplitude and phase of the main component in the Fourier transform of the time series $P_{t,\text{CSR}}$ in the preceding interval $[t',t]$. The modified feedback scheme is illustrated in Fig. 2.

It should be noted, the adjusted state signal in Eq. (9) is far apart from the originally proposed definition in Eq. (3). Whether or not enough of the Markov property can be retained using this definition is unclear and has to be verified in practice. In the best case, the provided condensed information is sufficient to yield a fast learning rate of the agent and convergence to a satisfying extent of control over the CSR power signal. If these goals can not be met experimentally, the state signal should be extended to carry more information in order to satisfy the Markov property in Eq. (2) as closely as possible.

Beyond that, the agent’s step width $\Delta t = t - t'$ has to be considered. As the micro-bunching dynamics typically occur at time scales of several multiples of the synchrotron period, the step width $\Delta t$ might have to be chosen quite small in order to react to these fast changes. Whether or not this can be relaxed to slower interaction rates has to be tested empirically. Overall, the synchrotron period ($\Delta t \approx T_s$), which is in the order of several kHz at KARA, seems to be a reasonable starting value.

**SUMMARY AND OUTLOOK**

A feedback scheme aiming to establish extensive control over the longitudinal beam dynamics in the micro-bunching instability needs to be capable of reacting to the fast and dynamic variation of the CSR wake potential. As the perturbation explicitly depends on the state of the electron bunch, the action or countermeasure should, in general, be expected to be state-dependent as well. Reinforcement learning represents a very potent approach to model these dynamics and to apply solution methods, which optimize for a pre-defined goal in form of a scalar reward function. The required formulation of a Markov decision process is well-motivated due to the Markov property of VFP solvers and conceptually outlined in this contribution. It should be noted, the chosen action space implies that control is not necessarily achieved via direct suppression of the CSR self-interaction, but by an additional, active and dynamic interaction with the longitudinal charge distribution.

Finally, the outlined feedback scheme is not necessarily restricted to the micro-bunching instability driven by the CSR impedance. Different collective effects can be modeled in form of Eq. (1) and simulated using a VFP solver. A successful implementation may thus be easily transference to control tasks of different longitudinal instabilities at storage rings.
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